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FOREWORD

The U.S. Army Research Institute for the Behavioral and Social Sciences
(ARI) Field Unit at Fort Leavenworth conducts aa extensive program of research
in many aspects of command and control and soldier performance. One aspect of
that research deals with developing tactical command and control systems and
assessing user requirements. Through several years of interaction with the
combat development community that works on tactical command and control
systems, researchers have leamned that the human-computer interface in
tactical systems is dictated to a large extent by technologies available at
the time. Too little front-end attention is given to determining the needs
of the user for interacting with the system. These means of interaction,
referred to as dialogue, should be considered and analyzed in communication
terms.

Human-computer dialogue is the crucial aspect of a tactical computer
system interface and a large factor in determining the success of operator
use. A well-designed dialogue should contribute to user acceptance of the
system and facilitate rapid training. Unnatural or stilted dialogues can
Impact negatively on the system and lead to suboptimal mission performance.
These guidelines represent the best available information on selecting dia-
logue types and designing dialogue.

EDGAR H. JOHNSON
Technical Director
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HUMAN-COMPUTER INTERACTION IN TACTICAL OPERATIONS:
DESIGNING FOR EFFECTIVE HUMAN-COMPUTER DIALOGUE

Section 1. Introduction

The nature of human-computer interaction has changed dramatically over the past two
decades. Initially, "users" produced decks of punched cards that were given to "operators";
one then waited for at least an hour or two for output that gave information for the next
iteration. Now the interaction between user and computer may be relatively rapid and takes
place directly through individual terminals, as for example, in modern tactical command and
staff ooerations. This interaction may be viewed as a conversation or dialogue between user
and computer.

This report will present guidelines for design of human-computer dialogue. Many sources ot
information are consolidated into a form intended for combat developers, software developers,
and applications programmers who have their own requirements definition. To give them a basis
to (1) assess the operational impact of dialogue design and (2) take leadership in improving the
usability of future systems.

The Promise of Computer Technology

Modem battlefield scenarios require the Army to fight out-numbered, strike deep and
fast, and respond to narrow windows of opportunity. Modem computer technology can help
to meet these challenges in many ways. For example, an analysis of the G3 section of U.S.
Army corps and division main command posts (CAORA, 1985) identified fifty-three dif-
ferent G3 Main analytic opportunities for computer aiding based on criteria of importance
and feasibility. Clearly, the U.S. Army Tactical Command and Control System is transition-
ing to a highly automated system.

Problem

Unfortunately, we have seen that computer technology can sometimes fail to yield ex-
pected benefits. For example, the following comments are representative of user responses
for existing commercial systems (Nickerson, 1981):

" 'The system was not designed with my job in mind."

" "Effective use of the system depends on knowing too many details."

• 'The commands that I have to use in order to instruct the computer seem
arbitrary."

" "Th names by which actions are identified are not descriptive; they are difficult
to know and remember."

* "The need to be letter perfect in designating commands is frustrating."

" "I get confused among the languages and conventions of the various systems. A
given control character may mean something in one system and something else in
another."

" "I don't understand what's going on within the system."



An ARI User Acceptance Workshop (Reidel, 1988) listed a number of factors and

causes of system non-acceptance, including:

" incompatible task representation,

" unfamiliar procedures,

* distrust of system builders,

" does not "speak" user's language,

" inadequate training,

" loss of control over work,

" increased workload, and

" bad interface design.

In short, although powerful computer tools can be crafted, there is the possibility that
some features may not be usable by the intended system users.

Affecting Svstem Design
Furthermore, we find that it is difficult to get usable systems designed with the user and

the user's needs in mind. For example, it has been found (Meister & Sullivan, 1967; Meister,
Sullivan & Finley, 1969) that manuals, handbooks and guidelines were not used by designers.
It was suggested that the user considerations be included explicitly in the system specification
to insure appropriate consideration by the designers. Possibly, the "specifier" must assume
more of the functions of the "designer."

If usability deficiencies are noted during the design process, often only "band aid" or cos-
metic solutions are possible (Rouse and Boff, 1987). Unfortunately, many decisions that
are subtly important to system use are made early in the developmental process. Conse-
quently, the design process must be iterative and involve testing with representative users.

Purpose
Military subject matter experts can provide the leadership needed to field the automa-

tion that will meet current and future challenges. Subject matter experts, who have a deep
understanding of the underlying tasks and requirements, can have a beneficial impact on
dialogue design. Therefore, this report is intended to provide such individuals with informa-
tion and tools to influence future dialogue design.

This report was developed to support dialogue design for two general situations: (1) the
generation of specifications for relatively large-scale systems, in wlich the specific design and
development will be performed by another (e.g., a contractor), and (2) the development of
relatively small-scale special-purpose systems in which the reader will be the designer and
developer, perhaps with the aid of a programmer (e.g., software such as that available
through C2MUG [Command and Control Microcomputer Users' Group].
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The user-computer dialogue is clearly the key to developing systems that fit in with the
user's goals and tasks. Consequently, this guide will emphasize the essence of the dialogue,
clarification of fundamental issues, performance of front-end analyses, selection between al-
ternative dialogue types, and testing for usability. This guide will not address (at least to any
major degree) the issues of data display, contents of on-line documentation and helps, data
transmission, hardware devices, or general human engineering considerations. Nevertheless,
in an integrated design effort focussed on developing a usable system, all of these need to be
developed in parallel.

We recommend, at least for items critical to the desired application, 'hat the reader refer
to existing references for information to supplement that presented here (see the reading
list in Appendix A and the selected bibliography in Appendix B).

3



Section 2. User-Computer Interface Design Processes

Analysis, design and testing of the dialogue between the user and computer occurs in
the context of the design of the total user-computer interface (UCI). This section will briefly
review the total UCI design process to establish a framework for the remainder of this docu-
ment.

Military-System User-Computer Interface Design Processes

The military handbook DOD-HDBK-761 (DOD, 1985) presents human engineering
guidelines for management information systems. The process for analyzing, designing and
testing UCI designs, as added to the revised DOD-HDBK-761 (Baker, Eike, Malone and
Peterson, 1988), is depicted in Figure 2-1. The UCI design process is divided into three
phases, consisting of a total of ten steps.

Phase I. Requirements analysis. The first phase involves planning, analysis of user
needs, and the preparation of a functional specification for the UCI.

These activities are conducted during the System Concept Development and System Re-
quirements Analysis phases of the Army's Materiel Acquisition Process (MAP). The UCI
functional specification serves as an input to the System Segment Specification, the Opera-
tional Concept Document and the Preliminary Interface Requirements Specification.

Phase TI. UCI design and development. While the functional specification of Phase I ad-
dresses "what" the UCI is to do, the second phase addresses design concepts and criteria for
"how" the recommended user-computer interface is to work.

The UCI design activities proceed in parallel with the preliminary and detailed design
phases of the software development process. The overall UCI desip concept is developed
in conjunction with the MAP Preliminary Design Phase and the Prtiiminary Design Review;
the UCI design concepts are developed in conjunction with the MAP Detailed Design
Phase, and are assessed in the Critical Design Review.

Phase lII. UCI test and integration. The object of this phase is to evaluate the UCI
design, complete the integration of the UCI with system software, and produce the UCI im-
plementation specification.

The activities of the third phase are conducted in the system test and integration phases
of software development. The UCI implementation specification serves as an input to the
software description, operations and support documents, system integration test procedures,
and the software product specification.

Relationship to this document. As shown on the right-hand side of Figure 2-1, this docu-
ment supports the UCI design process.

Section 3, provides concepts and theory which may affect the way the designer views the
user-computer dialogue design problem:

5



" The designer may view the user-computer interaction from a systems perspective,

a dialogue-partner perspective, a tool perspective, and a communications media

perspective.

" The designer may consider a number of alternative configurations of users and

computers.

" The designer may view dialogue design as the creation of a language for user-com-

puter communication. It is useful to consider the dialogue in terms of the linguistic

concepts of semantical, syntactical, and lexical levels, as well as spatial layout of

specific input and output devices.

" The designer will be required to select from a classification of dialogue types.

* The designer should consider a range of user-centered criteria during the design

and testing process.

Section 4, presents methods for analyses that will be useful during the Phase I activity

shown in Figure 2-1:

* These analyses are suited for identifying dialogue design information, and are

keyed to the multiple dialogue levels discussed in Section 3.

" These analyses are intended to augment the other general UCI analyses for

mission, function, and task analyses indicated for Phase I in Figure 2-1.

Section 5, presents alternatives, guidelines, and criteria for dialogue design to support

the dialogue aspects of UCI concepts and design studies shown in Figure 2-1:

* The advantages and disadvantages of each dialogue type and desirable combina-
tions are discussed.

" Examples and recommendations are presented to aid design decision making.

Section 6 presents information which should be useful for dialogue design test and

evaluation. Specific types of tests and measurement are discussed to support the Phase m
activity shown in Figure 2-1.

6
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Iterative User-Centered Design Processes
A criticism of many human-machine systems is that they are not usable; that is, while

these systems may have be able to perform useful functions, the users are often unable to
produce the desired results. Such systems often are not well accepted by the users. A
philosophy for design, advocated by Gould (1988) and many others, has had growing accep-
tance over the past ten years. This process consists of four basic principles:

" early focus on users achieved by designers having direct contact with users through
interviews, surveys and user participation in design, rather that basing design on
the results of formal analyses,

" integrated design in which the interface, helps, training, and documentation are
developed in parallel,

" continual user testing using simulations and prototypes to measure, user perfor-
mance and reactions are measured throughout the design process, and

" iterative design, provision is made to revise the design and repeat the three steps
of focus on the user, integrated design, and user testing.

There have been a number of successful applications of these principles and the ideas are
considered commonplace today. Many are convinced that these principles are the required
basis for the design of systems which will be useful, easy to learn, usable by the intended
users, and liked by the users.

While this approach has been, in general, well received, there has been some organiza-
tional resistance, and it is clear that most computer systems and applications are not
developed in accordance with this process. For example, it can be argued that:

* there is not enough time or money for iterative design,

" design should be "right" the first time,

* users don't know what they want,

" usability cannot be measured,

" small changes to complex software have far-reaching effects, and

" it is too difficult to get recommendations implemented.

Relationship to this document. It is not the purpose of this document to recommend a
specific design process. While the goal of designing for usability is certainly desirable, it is
not clear that informal incremental optimization is always better than formal analysis-specify-
design-test methods. Readers involved in development of large-system development may
have little choice but to follow formal design procedures. On the other hand, readers in-
volved in development of small-scale systems can consider using less formal procedures in-
volving continual iteration and testing with users.

One approach to reduce organizational resistance to iterative design (based on time and
cost), is to provide better software tools for the design of the user-computer interface. Fur-
ther, there has been some emphasis on the separation between style and content in user-coin-

8



puter interface design. That is, one can separate such issues as whether to use menu-selec-
tion from issues associated with the design of application software with appropriat*e
capabilities. Often, the user-computer interface comprises the majority of the total system
software. Therefore, significant savings can be achieved by developing re-usable interface
software. Furthermore, steps can be taken toward standardization, and the specifier may be
able to take on an increased role as an implementor.

As shown in Figure 2-2, this document can be used for informal iterative design proce-
dures. Section 4 provides analytic techniques which emphasize analysis of user requirements
and functional requirements, that is, analysis directed at identifying the content of the inter-
face. Section 5 provides information which is primarily related to user-computer dialogue
style design. Section 6 provides testing methods appropriate for rapid prototyping and testing
which can be applied continuously throughout the design process.

9
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Section 3. Dialogue Design Concepts

Purpose

This section defines general concepts to the reader for subsequent sections on analysis,
specification, design, and evaluation.

Alternative Views of Human-Computer Interaction

Human-computer interaction can be viewed from at least four different perspectives
(Kammersgaard, 1988), as portrayed in Figure 3-1.

The systems perspective. In this perspective, a system is viewed as consisting of different
components that have similar properties:

" all components are characterized by a set of data types and set of actions,

" components can transfer data to each other, and

" data are processed according to predefined rules.

Human-computer interaction as seen from a systems perspective deals with the exchange
of data between a human and an automatic component of a system. The essential quality of
a user interface is to make sure that the transmission of data between the human and the
automatic components takes place according to predefined rules.

From this perspective, design stresses the timeliness and accuracy of the performance of
each task, the effect of errors, and the transformation of information and the compatibility of
information produced by one task as the input for the next task.

The tool perspective. From the tool perspective, the computer system is seen as provid-
ing the user with a tool-kit which is expected to be useful in accomplishing the user's tasks.
The user is seen as a person who has skills relevant within the domain, and the development
of computer-based tools assumes that the tools are to be employed by skilled users.

Choosing a tool, using it, and evaluating the result of its use is a typical sequence which is
repeated over and over. The user must be able to select and apply each tool to achieve a
variety of products depending on the available functionality (the set of system features avail-
able to the user). For example, word processing tools are used to produce reports, and com-
puter drawing tools are used to produce block diagrams or art work.

The dialogue partner perspective. Humans and computers can be regarded as partner-
in a dialogue. User and computer can both act as sender and receiver in the communication
process to accomplish desired tasks. A possible extension of this viewpoint is to attempt to
produce a user interface in which the computer application acts like a human in a com-
munication process. Humans do not always communicate in an optimal way, so the designer
wants to use only those styles which increase usability.

Technological development has progressed from physical tools which magnify man's
physical and perceptual capacity, to knowledge and cognitive tools based on artificial intel-
ligence techniques. Expert systems are an example of this technology, in which a set of rules

11
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is used to make inferences that correspond to a consultation that could occur with a human

expert.

An encounter with an "intelligent" computer consultant could consist of the following:

" user initiates a session,

" computer controls data gathering,

" computer offers a solution,

" user may ask for an explanation, and

* user accepts or overrides the computer's solution.

Cognitive tools based on artificial intelligence techniques can be viewed as instruments
(which magnify the user's capability) orprotheses (which supplement the user's deficiencies).
These tools create new challenges for combining human intelligence and machine power into
an effective integrated system (cf., Mancini, Woods, & Hollnagel, 1987).

Artificial intelligence techniques may permit software architectures which can support
truly interactive dialogue between user and computer, that is, an "intelligent" interface (Hal-
pin, 1984). In such a system, commands and requests would be interpreted based on an un-
derstanding of the user's characteristics and goals, and of the current state of the world. The
software would use constantly updated models to transmit relevant information to the user in
an appropriate way. In the design of such a system, in addition to consideration of the
knowledge the user requires in an interaction, the designer must also consider the knowledge
the system requires.

The media perspective. From t' nedia perspective, the computer is seen as a medium
through which humans communic ith each other. Of course, there must be more than
one user for this view to be taken. The media perspective requires that the designer focus on
the language aspects of the use of computers. Depending on hardware and software
capability, messages may be of various types (text, graphics, voice), in real time (synchronous)
or delayed (asynchronous), and at the same (face-to-face) or remote locations. Note that
two levels of dialogue may be involved, i.e. user-user dialogue conducted with an underlying
user-computer dialogue at each end of the communication channel. In addition to providing
a communication channel, the combined computers may promote and augment cooperative
shared work among multiple users (called computer-supported cooperative work).

It may be useful to employ any or all of these views during the design and development of
a system to ensure comprehensive treatment.

Types of Dialogue Configurations
Often human-computer interaction deals with, or assumes, a configuration with one user

and one computer. However, this is not the only configuration, as may be seen in Figure 3-2.
In some cases, close examination may reveal hidden additional human and computer interac-
tion; for example, the dialogue may include other individuals who provide assistance or super-
vision.

13
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Additionally, when the computer can be a media for communication, the design must
deal with computer-mediated person-person dialogue. Furthermore, computers can be used
in meeting rooms or command centers, so that dialogue design must consider multiple users.

Levels of Dialogue
The development of a usable human-computer dialogue must deal with a hierarchy of

design users, as depicted in Figure 3-3. The hierarchy of design issues is discussed in the fol-
lowing paragraphs.

User types and tasks. Users differ in knowledge, skills and backgrounds. The design
should focus on the user so that the dialogue can be tailored to the user and attempt to avoid
potential confusions and mis-communications.

Each computer function must be specified to fit each task requirement. That is, the sys-
tem must at least provide the necessary set of functions, and in a way that the user can use ef-
fectively. The object of the human-computer dialogue is the performance of these tasks and
the accomplishment of a mission.

Semantic. A computer system is designed around a set of objects and the manipulation
of these objects according to the user's needs. These are data structures and procedures in
the system; but to the user they are conceptual entities and conceptual operations on these
entities.

The semantic level deals with the meaning of the dialogue to the user. The user has a
"point of view" or a "mental model" which provides a context for conversation. As with
human-human communication, the contexts of the parties involved in a conversation should
agree, or transmission of correct information may not occur.

As shown in Figure 3-4, the user's mental model is termed the USER MODEL (Norman
and Draper, 1986, p. 47). The programmer's mental model used to create the system
software is termed the DESIGN MODEL. Furthermore, the user is given information at the
system-user interface which defines a SYSTEM IMAGE MODEL

A general design goal is to achieve a common interpretation among these models. If the
DESIGN MODEL and USER MODEL are identical the user should have no difficulty with
dialogue meaning. However, the user may be able to adapt to a different or augmented
model if it is accurately and completely reflected in the SYSTEM IMAGE MODEL Unfor-
tunately, some systems have been designed so that the SYSTEM IMAGE MODEL was dif-
ferent or simpler than the actual system operation, leading to user confusion.

Desirable goals at this level of dialogue design are semantic consistency (i.e., identical
portions of the dialogue always mean the same thing) throughout the system design, and
development of a vocabulary for communication which is unique and clearly differentiated
(i.e., command terms and abbreviations are clearly associated with task requirements by the
user).
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Syntactical. A user communicates with a computer system in terms of a language struc-
ture built from a few elements: commands, arguments, context and state variables. The syn-
tax is the order, combinations, and punctuation which are legal statements acceptable to the
computer. The conceptual model is embedded in the language in the meaning of each com-
mand, while the syntactic level determines the elements of the command coding.

40
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SYSTEM

Figure 3-3. Stratified human-computer dialogues.

The dialogue design has direct impact on system design at the syntactic level, for at this
level, interpretation and translation of the language occurs. Design goals, at this level, are to
ensure that a complete set of functions are provided, and that the syntax is consistent (i.e., all
similar functions are represented in the same way).

Lexical. A lexicon is a dictionary of the smallest elements of a language which can con-
vey meaning, i.e., the vocabulary of a language distinct from its grammar.
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Figure 3-4. User, system image and design models.

At the lexical level, the user-system dialogue is expressed as primitive language elements
produced by specific input or output device manipulation, for example, letters of the al-
phabet, special characters, Return, and Control. Additional consideration must be given to
features associated with system control, such as the use of windows to timeshare the display
area among multiple tasks (and the means to select, locate, size, scroll each window) and the
manner in which menus are selected (e.g., pull-down menus, navigation through the menu
structure, and selection of items from lists).

Spatial layout. An important aspect of the physical interface between the user and sys-
tem is determined by the arrangement of the input/output devices, including the display
screen layout.

Physical devices. The characteristics of the physical devices, e.g., screen resolution and
keyboard tactile feedback, are the lowest level in the user-computer dialogue.

Types of Dialogues

Quite long lists of alternative types of dialogues can be formed. For example, Martin
(1973) lists the following types of dialogues: programming language, English language,
limited English language, question and answer, dialogue with mnemonics, dialogue with
programming-like statements, computer initiated, form-filling, menu select, built into
hardware, dialogue with pointing device, fixed-panel response, modifiable-panel response,
graphics with symbolic manipulation, graphics with chart displays, graphics with photo
frames, voice answerback, and third party. Clearly many variations are possible.

A small set of dialogue types, discussed by Shneiderman (1986), is believed to be suffi-
cient to present a set of design guidelines which the reader can extend to military applica-
tions. These are:
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!
(1) Menu selection. Dialogue in which the user selects an alternative from

a list of options.

(2) Form fill-in. Dialogue in which the user enters data into a blank form.

(3) Command language. Dialogue in which the user enters commands and
arguments to initiate computer action.

(4) Natural language. Dialogue in which the user uses ordinary (english)
language. For any near term application, the language will be a
restricted form of natural language.

(5) Direct manipulation. Dialogue in which the user modifies a model
presented on the computer screen, indicates changes to the state of the
model, and thereby directs computer actions.

Each of these dialogue types will be discussed in more detail in Section 5 of this docu-
ment, along with the notion of combining dialogue types into a hybrid.

User Dialogue Criteria
To achieve high levels of user acceptance, system design should consider the criteria that

a user would consider important. Simes and Sirsky (1985) developed the set of evaluation
dimensions shown in Table 3-1 (only those directly related with dialogue issues are
presented).
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Table 3-1

Psychological Factors Related to Human-Computer Dialogue

Criterion Definition

Tailorability The capability for the user to modify, redefine or choose the
form, structure, or type of dialogue displayed. The capability
to redefine or specify names, abbreviations, or sequences of
commmands. User control of the volume, speed, and rate at
which is presented or entered. The capability for the user to execute
commands, functions, or processes in a fast and efficient manner.
The use of commands or hardware that reduces the time required to
accomplish the task.

Types of The structure of dialogue techniques used for interaction
dialogues between humans and computers. Some of these dialogues

are independent of specific technology while others are
restricted to monitor screens. The designer should note the
type(s) of dialogues offered and the "appropriateness" of
these dialogues for the tasks and functions performed.

Translation The ability to recognize, translate, or interpret the user's input
into the form needed by the system. The tolerance to interpret lower
case when upper case is required, or to translate user entered data
from one form to another. The ability to translate abbreviations, iden-
tify versions, and interpret terminology based on the user viewpoint.

User overrides The capability for the user to correct, change, or override a
system standard. For example, the user should be able to bypass or go
around a sequential data entry scheme, cancel or undo the last action,
or set of actions, or override validation checks on entered data. The
user is the ultimate source for decisions. The user can be informed
that a particular action or input may be in error; but the user should
not be prevented from continuing.

Command The user must be assured that every command, keyword,
uniformity clause, and default will produce the same results and have

the same meaning each time it is used. Two different
commands should not perform the same sequence of
operations, although two different sequences of commands
might produce the same results. Further, the syntax of all
commands should be the same. Position and order of
arguments and special characters used as flags should be
uniform between commands. Defaults should be uniform
between commands and consistent with the system standard.
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Section 4. Dialogue Design Analysis

This section defines analyses which yield information about what the human-computer
system is to do, and requirements for dialogue design. The subsequent section (Section 5)
will deal with how, specifically, the dialogue is to be implemented. In other words, this sec-
tion treats dialogue content, while the following section treats dialogue style. Even if there
was a stand;ird set of interface software which removed dialogue style issues from considera-
tion, the analyses in this section would still be necessary.

Overview of the Dialogue Analysis

It is safe to say that the quality of dialogue design will depend in large measure on the
amount of detailed information available defining the application and the dialogue goals. In
particular, it is necessary to achieve an understanding of the user task requirements; the alter-
native is the "common-sense" approach to dialogue design, which is risky.

The approach is user-centered and focuses on function and task analysis (perhaps the
most-applied human factors analytic technique) since the analysis must be driven by the
needs of the user to perform required tasks. The analysis proceeds through successively-
detailed levels of the dialogue, following the structure which is dictated by viewing dialogue
design as language development (e.g., semantic, syntactic, and lexicon levels), super-imposed
on standard techniques for human engineering a workstation (e.g., layout and screen design).
Each step in the analysis is presented in the same format: purpose, structure, and design
relevance.

We recommend that all of these analyses be performed for any application, with the level
of detail expanding as the design progresses through successive iteratioas. In addition to
military application knowledge, hardware and software knowledge, these analyses frequently
require behavioral science knowledge. Appropriate expertise in human factors and interface
usability should be sought throughout the analytic effort.

Function and Task Analysis

Purpose. The purpose of the function and task analysis is (1) to identify each instance
where human-computer dialogue may occur during the course of a mission for which the sys-
tem may be used, and (2) to describe each transaction between user and computer in suffi-
cient detail to enable subsequent analyses, decisions, and tests.

The function and task analysis may serve many purposes in a large-scale system design
other than the dialogue design, including allocation of functions among users and automat-
ion, information display design, and information for development of manuals and training
programs. Users of existing systems, even if systems are predominantly manual, are a neces-
sary source of information.

Structure. The function and task analysis may be a combination of graphical and tabular
methods (cf., Phillips, et al., 1988). A flow diagram of functions and tasks is recommended,
showing the response of these tasks to external or synchronous events, procedures, and inter-
actions with other personnel. The goal is to show meaningful units of work in terms of iden-
tifiable human-computer interactions. This is then coupled with a breakdown of task be-
haviors, required human capabilities, information display and human response requirements,
and other information which can be used to assess design tradeoffs.
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A number of graphical techniques have been used for function and task analysis. For ex-
ample, IDEFO (Softech, 1978) is a flow diagram technique, which in addition to inputs (left
side of box) and outputs (right side of box) shows controls (top of box) and mechanisms (bot-
tom of box). An example based on a division collection plan is shown in Figure 4-1. When
developed to sufficient depth, each interaction is identified and its relation to mission ac-
complishment is evident.

Although task analytic techniques have been used extensively since first introduced
(Miller, 1956), these methods have not been used heavily for systems which are stimulus-in-
tensive, non-sequential and which involve mostly cognitive responses. Methods which do ad-
dress these special applications are proprietary. However, Phillips, Bashinski, Ammerman &
Fligg (1988) propose a technique for task analysis for dialogue design which parallels the
content of this Section. Kincade and Anderson (1984) used the following guidelines for
nuclear power plant control room analysis:

* Describe major task actions - interfaces involved, task sequences or patterns,
impact, frequency, and importance of each action; and a timeline of actions.

* Describe task behaviors -behavioral description of the user-machine interaction.

* Assess human capabilities -human performance capabilities for sensing, associat-
ing, interpreting, and responding; identify features that can reduce task demands.

* State information and response requirements - information needed to detect,
match, select, actuate and verify; response characteristics required.

For military tasks, function and task analyses can be described as a database structure
(e.g., dBASE software application) which permits the entry of specific information
throughout a hierarchical task structure. The structure should include:

" mission breakdown - e.g., scenarios, missions, phases, segments,

" function and task breakdown - e.g., function, task, task element,

" design information for each task element - e.g., element number, element name,
type, interface used, user performing task, stimulus (display) information to do
task, responses required, type data entered, feedback provided to user, perfor-
mance standards, response time (min, max, av), task workload (visual, cognitive,
psychomotor), and task criticality, (see Kincade and Anderson analysis content,
above),

" description of contingencies (emergencies) to be considered - e.g., name, type,

consequences, cues, options, responses, and,

" alternative equipment configurations - e.g., interfaces, systems, equipment.

Design relevance. This analysis will provide a checklist of dialogue actions which will be
used for checking dialogue completeness and for test criteria. The analysis forces the design
team to examine the entire spectrum of use and consider the design issues which are posed.

The computer data base which can be produced will be useful for many subsequent
analyses, e.g., identifying how often dialogue options are selected, allowing most frequent
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selections to be placed at the top of a menu. The time interval between user encounters with
the computer system, or use of specific system features, should be nc.ed as this will have a
major impact on the selection of dialogue modes.

User Analysis

Purpose. User-computer system design should focus on the user-computer partnership,
for ultimately performance depends on how well the system is used and how well the system
provides for user needs. Therefore:

" know the user, and

" focus design on the user.

Structure. Shneiderman (1987) advises that the following user characteristics be iden-
tified and considered for design impact: age, education, cultural/ethnic background, job ex-
perience, motivation, goals, personality, task-specific skills and abilities. The military user
will be described in terms of MOS ratings, including operators and maintainers of many
types.

Primary considerations in previous studies include (1) computer novice vs computer ex-
pert, (2) expert in task vs novice in task, (3) casual user vs frequent user, and (3) skill in
typing and willing to type vs unskilled in typing and unwilling to type.

The designer for a computer system to be used in the command and staff environment is
probably dealing with a relatively narrow range of users. (We assume that the users in the
command and staff environment will be (1) mostly male, but could be either gender, (2) in
the age range 19 to 50, (3) have a high school education or more, (4) have at least some typing
skill, and (5) probably have some experience using computers.) Of course, the designer may
have to deal with specific exceptions to this stereotype of users.

Early focus on users is commonly recommended for user-computer dialogue design. For

example, Gould and Lewis (1985), recommend the following activities:

" talk with users,

" visit customer locations,

" observe users working,

" video tape users working,

" study the work organization,

" have workers think aloud while working,

" try it yourself,

" involve the user in the design process,

" administer surveys and questionnaires,

" observe users on competitive systems,
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" develop printed or video scenarios

" develop early user manuals, and

" identify testable behavioral target goals.

Design relevance. Consideration of the user through preliminary design analyses will
help to create a user-centered design. However, it is also wise to involve the user in the
design process, and use of representative users will bring user characteristics under examina-
tion. In this way, considerations of specific user styles or task-specific factors will ultimately
be included in the design.

Semantic Analysis

Purpose. A semantic analysis will attempt to reveal details of the way a user views the
human-computer interaction (mental model). The structure and content of the user's
knowledge and any preconceived notions of data structure should be documented during this
analysis. This analysis should determine the meaning, priority and properties associated with
the dialogue entities.

Structure. Mark (1986) points out that artificial intelligence techniques for knowledge
representation can be used to identify the user's model. Although the user's model is formed
and continually refined through contact with the system image model, one can attempt to
identify features of the user's model which exist before design, and identify those features
which it is unwise to attempt to modify. For example, if users' have years of experience with
a manual filing system, it may be wise to retain the data structure of the manual file records.
On the other hand, since data will be automatically retrieved, it is probably unnecessary to
mimic the old physical locations (e.,g., aisles and stacks).

One form of knowledge-based representation defines terms by relating them to known
terms. As shown in Figure 3-2, the arrows indicate a "kind-of" relationship, with all "things"
in a computer system being divided into "objects" and "actions", and each is then progressively
divided to form a kind-of hierarchy. Although not shown in Figure 3-2, it may be required
that the language include modifiers, such as "properties" for each of the "objects".

The semantic map shown in Figure 4-2 can be derived directly from the function and task
analysis (cf., Phillips, et al., 1988, p. 851). This can be done formally by adding additional
items to the analysis of each task element corresponding to the objects, operations and
properties involved in each task. For example:

Tak Element Object Properties Operations
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It will be helpful later in the dialogue design process to include an estimation of the fre-
quency (e.g., low, medium, high) and the priority (e.g., low, medium, high) for each semantic
entity. For example:

Operation Frequency Priority

I... .I

The programmer may add actions and objects to the system model not included in the
model of a user who has not been exposed to the system. For example, a typist accustomed
to a conventional typewriter will not know functions found in current word processor
software, such as "block delete", and "retrieve file". The designer should carefully monitor
any conflicts or basic changes to the original model.
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BRIDGE YOU AVOID ACROSSICROSS QUICK
OBSTACLE WE LOOK NfS/E/W LONG
MAP UPGRADE UP EASY
INTERSECTION CHOOSE AROUND IDEAL.
ROAD EGOATION RV1EW CONTINUE BEST

START MEASUS4 DOWN LEAST
STOP/ENND SUGGEST COME
VEHICLE REVISE THROUGH
TRAFFIC FINAL HIGH MARK TURN

TRLAL MOOERATE BYPASS FOLLOW
TENTATIVE LOW
OK/YESIAGREE DISTANCE
CAN/CANNOT TONS
NO/BAD ALTERNATE
INSTEAD CLEAR
MIGHTIMAYBE VALUE
SEEMS
DEPEND
UNLESS
EXCEPT
PROBLEM

Figure 4-2. Example semantic map.
(from Unville, et al., 1989)
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If the user has extensive experience with a specific data structure there will be a conflict
if this structure is not included in the system software. For example, the user may have years
of experience dealing with information stored in filing cabinets, with a specific organization,
with folders with specific records, etc. In such a case, the data structure should be defined in
the kind-of representation, or as a separate tabulation, and each item carefully defined.

Design relevance. The semantic analysis will provide an initial object and action
vocabulary upon which dialogue design can be based. This analysis provides a basis for discus-
sions among designers, users and programmers to achieve the semantic consistency and in
turn yield low error, easy learning, and easy recall.

Syntactic Analysis

Purpose. The syntactic analysis represents the syntax, or grammar, of the language in a
form which can be examined, and then used as a specification for software development.

Structure. Language representation used for computer languages can be adapted for
dialogue design (cf., Phillips, Bashinski, Ammerman and Fligg, 1988, p. 853). Either
transition diagrams (finite state diagrams), such as those used for specification of the
PASCAL language, or Backus-Naur Form (BNF), such as those used for the FORTRAN
language, may be modified for use. These show the states that can occur to the user,
permissible courses of actions that can be taken from each state, and the transitions between
states that result from a user's actions.

Extensions for the purpose of dialogue development, beyond the representations used
for computer languages, have included:

" indicating whether a portion of the dialogue is generated by the user or the

computer,

" indicating which of multiple users generates a command,

" indicating special display features such as blink, underline, etc., and

" echoing the last input when it is undecipherable by the computer, along with an
error message.

A BNF and Transition Diagram representation for the same example is presented in Fig-
ure 4-3. Each construct is defined just once, insuring that competing definitions are not intro-
duced into the dialogue design. The BNF definition is given in a top-down hierarchical
fashion. First, a LOGON is defined as consisting of three parts: a welcoming message
(LOGMSG), entry of a password (VALIDACCT), and a computer check of validity
(CHECK). Then, each part is further defined. For example, VALIDACCT is defined as an
account number followed by a password; the account number is defined as a message fol-
lowed by an arbitrary number of numbers terminated by a carriage return. The Transition
diagram presents the same information in graphical form.

Design relevance. These analyses provide a method for examining the detailed im-
plementation of a dialogue. Note that the BNF requires that each operation is identified
only once. With care by the designer, syntactic consistency can be guaranteed.
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Figure 4-3. Example syntactic representations.
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A construct may be defined in terms of other constructs which are subsequently defined;
this may make the representation difficult to read, but enhances its value for development of
appropriate software. The analysis results in a specification which is directly usable by the
programmer to produce executable code. A compiler can be produced for a specific BNF
representation of a dialogue using available compiler-compiler software.

Lexical Analysis

Purpose. The lexical analysis deals with important issues associated with the vocabulary
to be used in the user-computer dialogue. Specific analyses which may be performed are:

" selection of names identifiable and recallable by users,

" determination of suitable abbreviations, and

" computation of dialogue response time.

Structure. The selection of terms used in human-computer dialogue is important for
achieving meaningful and low-error communication.

Ultimately selection of terms should be done by representative users. Subject matter ex-
perts and those reviewing relevant literature should develop lists of candidate synonyms, and
representative users should then rate the candidates so that the best terms can be identified.
When the class of users is homogeneous, as it may be for most command and staff users, the
resulting ratings should yield a clear-cut selection of terms.

If novice or infrequent users are to use the system, both experts and novices can generate
terms. The generation of candidate terms should follow experts' choices so the selection
from the candidate list can be done by the novices (Bloom, 1987).

Abbreviating terms is often necessary or convenient; however, this should be done with
care as abbreviating may obscure the identification of the term or cause confusion with other
common terms. An algorithm for abbreviation (Moses and Potash, 1979), which has been
subjected to empirical test, is presented in Figure 4-4.

In some situations (e.g., dialing a telephone, because this is done so frequently by so
many, or responding to a threat, because of the need for fast response), even fractions of a
second involved in dialogue can be important. If response time is important, models can be
developed to predict task accomplishment time, and provide a basis for keystroke simplifica-
tion as necessary.

For example, a Keystroke Model analysis (Card, Moran & Newell, 1983, p.2 59 ) provides
a means to estimate the time required for an expert user to accomplish an interactive task
with a computer system. A succinct set of rules are provided to estimate task execution time
in terms of physical-motor operators (keystroking, pointing, homing and drawing), a mental
operator and a system response operator. Execution time is simply the sum of the times
spent executing the different operator types. To reduce the performance time of a task, one
must eliminate operators from the method for doing the task. Application of the model to
combat tasks will provide only an estimate, as the model does not handle disruptions.
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NO Do not abbreviate
is the word longer than 5 letters? the word.

Check whether the abbreviation is identical
Yes to any other one that has been formed.

For both abbreviations,
change letters-one at a
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Figure 4-4. Algorithm for abbreviation.
(from: Moses & Potash, 1979)
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The lexical analysis will lead the designer to the need to make specific hardware and
software assignments to the dialogue; that is, eventually one must decide how the language
will be articulated. For example, one may wish to create a matrix of commands and interac-
tion techniques to show any of the following which are applicable to each command (cf., Phil-
lips, Bashinski, Ammerman & Fligg, 1988, p. 853):

" keyboard command/parameter,

" fixed-meaning function key,

" soft-meaning function key,

" cursor selection (via keys, mouse, trackball),

" keyboard field delimiter,

" keyboard "enter" key, and

" form-fill/menu "enter" option.

Design relevance. The lexical analysis provides a method for enhancing user interpreta-
tion and recall of the dialogue terms, and for ensuring acceptable dialogue response time.

Screen Format Design

Purpose. The purpose of screen format analysis and design is to identify the information
to be displayed to the user as the computer portion of the dialogue.

Structure. The necessary screen design steps, as prescribed by Galitz (1989), are listed in
Table 4-1. Most of the steps are common to all parts of a system development effort (for ex-
ample, dialogue design); however, steps 4 and 5 are the ones to be emphasized.

After reviewing and identifying factors which affect the design in the first three steps of
Table 4.1, the design process begins with a specification of important data elements to be in-
cluded in each screen. Design worksheets should be prepared which include:

" title and name for each data element in a manner communicating clearly to the
user,

* screen captions developed from the data element title,

• size of the field in character positions,

" frequency of occurrence of each data element (always required or optional), and

" logical relationships, or rules, for cross-checking with other data elements.

A transaction is a screen, or series of screens, which presents the output fulfilling a sys-
tem requirement. These transactions are abstracted from design documents prepared during
the system development phases, and data elements are identified that comprise each transac-
tion.
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The amount of display space required for each data element is computed (the sum of
characters in the caption, the data field, and special attribute characters).

A very important step is to segment the data elements into logical groups, which can be
based on sequence of use, frequency of use, function, and importance; but, the grouping
must be consistent with the natural working habits of the system users.

The final layout is the result of judgments made based on available guidelines such as
those presented in Galitz (1989).

Design relevance. This analysis results in the design of screen formats which constitute
the computer-to-human portion of the dialogue.

Table 4-1

Screen Format Design Steps (Galitz, 1989)

L Review screen design documentation and services
II. Identify system inputs and outputs
m. Identify unique user requirements
IV. Describe data elements

A. Title/name
B. Screen caption
C. Size
D.. Required or optional status
E. Logical relationship with other data elements

V. Develop transactions
A. Summarize design requirements affecting screen design
B. Specify data elements that will comprise a transaction
C. Organize transaction data elements into sections

1. Calculate data element lengths
2. Apply grouping techniques and design considerations
3. Specify necessary supplemental information

D. Identify and layout screens
1. Apply to each grouping (section) of data elements
2. Conform to guidelines about screen line usage (about 3/4 of

available width) and break screens at natural points
VI. Develop final paper screens
VII. Define computer screens
VIII. Test screens
DC. Implement screens
X. Evaluate screens
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Section 5. Dialogue Design Guidelines

This section will present information to assist initial design of the human-computer inter-
face for effective dialogue. First, general design principles will be presented and discussed.
Next, specific dialogue types will be defined and guidelines presented for selection among
dialogue types. Finally, dialogue interface recommendations will be summarized and il-
lustrated with selected examples.

General Design Princioles

General dialogue design principles are summarized in the following paragraphs. These
are broad statements which may be applicable to any dialogue effort.

Make the dialogue directly relevant to the user. A notion of distance may be applied to
the gulf between an individual's goals or knowledge and the level of description provided by
the system. The designer should attempt to achieve directness, that is, a short distance.
Match the level of description required by the interface language to the level at which the
person thinks of the task. Also match meanings of expression to their physical input form.

For example, semantic directness may result by making the output show semantic con-
cepts directly, such as using a WYSIWYG (what you see is what you get) display in a word
processor. Physical-input directness may result by using a mouse to point to characters on
the screen, as opposed to typing a row number and character string.

Reduce memory demands. Short-term memory is applied in recalling information soon
after it is presented (perhaps a few seconds). Short-term memory is commonly limited to 7
plus or minus 2 items, but is limited even more for complex items. Long-term memory is
used to recall information after longer periods of time and is affected by the organization of
the information and associative networks which may be employed.

Memory demands can be reic-iced with dialogues which use recognition of items rather
than recall, selection among 7 to ) items or fewer, design of displays so that related informa-
tion is all on one page, and providing on-line access to command syntax, abbreviations, codes
and other information. Related issues are retention of training, and whether users will use a
system frequently enough to be able to recall needed information.

Reduce error rate and significance. As much as is possible, a system should be designed
so that serious error is not possible, and if an error is made, simple and understandable
mechanisms should be provided for correction. Extensive dialogue should not have to be re-
entered, but simple repair should be offered. Also, as much as is possible, any action should
be reversible. For example, an UNDO command can be included. The user is thereby per-
mitted to explore unfamiliar system features without high levels of anxiety.

Provide 2 standard and consistent dialogue. Sequences of action and terminology should
be the same in similar circumstances. Formal specification of the language is a way to ensure
consistency.

Consistency should be maintained, as much as is possible, with other computer opera-
tions that the user may encounter. For example, if the system is to be designed to be used
with a commercially-available word processor, data base manager or a windows environment,
the dialogue should be consistent with those systems.
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Consider system response time. If the system response time is slow, the dialogue design
should compromise by minimizing the number of system responses required. For example, if
the time to re-write the display screen is long, or requires slow telecommunication, writing
basic menus to the screen may be omitted as an option. Short response time is especially im-
portant to frequent users, and abbreviations, special commands, and macro facilities should
be offered to them.

Keep the user informed and allow the user to be truly in charge. Every user action
should result in some feedback information. Sequences of actions should be subdivided with
specific feedback with regard to accomplishment, and to permit the user to revise or prepare
for the next actions. The system design should not surprise the user or thwart the user in
producing desired actions.

Alternative Types of Dialogue

Five types or styles of dialogue will be considered in the following paragraphs. Positive
and negative features of each will be presented along with recommendations for use.

Menu selection. When a menu is presented, the users read the list, select the ap-
propriate item, and indicate a selection in accordance with the syntax. Examples of several
styles of menus are shown in Figure 5-1 and 5-2. Advantages and disadvantages of menu
dialogue are listed in Table 5-1 Several of the disadvantages can be alleviated by implement-
ing "macro" commands (which string individual selections into a single selectable macro) and
using pop-up, tear-off, or walking menus to conserve display space.

Table 5-1

Advantages and Disadvantages of Menu Dialogue

Advantages Disadvantages

1. Only recall is required, no memorization 1. Menus can get large; there can be many
is necessary. items to select at a given time and there

2. If terminology is meaningful in terms of can be many levels in the hierarchy of

the users task, and are distinct, little lists. Many selections can be required
learning is necessary. to achieve a final selection known by

the expert user from the start.

3. A choice can be made with few 2. Menus require frequent revision of the
keystrokes or moust activations, display and therefore require a rapid

4. The user can be guided through a display update rate.
decision making sequence. 3. Menus use display space, and may

5. Assuming only legal entries are ever obscure parts of the display the user
presented on the menu, the user can wishes to remain in view.
not make a serious error. Other than
making a syntax error in the selection 4. Menus are not useful for the entry of

process, the user can only select an in- strings of alphanumeric characters

appropriate item and have to re-select (e g., numbers, names).

the right one.
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Word Star: (Word Star is a registered trademark of MicroPro International Corporation)

<<<OPENING MENU >>>
-Preliminary Commands- -File Commands- -System Commands-

L Change logged disk drive R Run a program

F File directory now OFF P PRINT a file X EXIT to system

H Set help level -WordStar Options-

-Commands to open a file- E RENAME a file T Run TelMerge

O Open a dicument file 0 COPY a file M Run MailMerge

N Open a non-document file Y DELETE a file S Run CorrectStar

(a) Main Wordsta" menu

n not editing

Use this command to create and alter program source files
and other non-documents. Word warp defaults off;
tabbing defaults to fixed (TAB chars in file; 8-col stops);
page breaks not shown; hi bit flags not used in file.

For normal word processing uses, use the "D" command instead.

A file name is 1-8 letters/digits, a period,
and an optional 0-3 character type.
File name may be preceded by disk drive letter A-D
and colon, otherwise current logged disk is used.

NAME OF FILE TO EDIT?

(b) Request for addditiona information, Wordstar

Word Perfect: (Word Perfect is a registered trademark of Word Perfect Corporation)

1 2 Tabs; 3 Margins; 4 Spacing; 5 Hyphenation; 6 Align Char; 0

(Margin Set] 0 75 to Left - 5 Right - 65

(c) Horizontal, bottom -of-screen menus, Wordperfect

Figure 5-1. Example of menu dialogue used in word processors.
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Intellicent Assistant Mode:

Create Update Position Retrieve Organize Modify Tools

Format for Screen A
Query

Quit BASEIII PLUS

Command: USE
j 0

Position seiction bar - I Selection -.-J .Leave Menu - -

Select a disk drive to search.

Create Update Position Retrieve Organize Modify Tools

Format for Screen_________

QueiyPRSDESC.DBF
CatalogSCENDESC.DBF

Cview ENGAGE.DBF

Quit dBASE Ill PLUS

Command: USED:
-,~l 1j &-6,KiIE

Position selection bar - 1j. Seclect -J
Select a database.

Command Mode:

USE D:CREWCOMP

(dBASE Ill + is a registered trademark of Ashton-Tate)

Figure 5-2. Example of pull-down menu and command language
dialogue, database management (dBase III+).
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Form fill-in. When data entry is required, a form with blank fields can be presented to
the user. The user can move a cursor among the fields and enter data where desired. Form
fill-in is a variation of a Question-and-Answer dialogue, in which the computer prompts the
user for data. Form fill-in can be used for extensive data entry, or it can be used with menus
to provide parameters (e.g., file names, system configuration) using a reduced form (some-
times called a dialogue box). An example of form-fill dialogue is shown in Figure 5-3; ad-
vantages and disadvantages are listed in Table 5-2.
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Form Fill:

T.NoMbclan Mode: March Table Day1

Sa lot stop 2d Slop 3f So 4 MSop

Set Time Type TTwm Type TkmeTWm Type Timm Type Time/Tim.

1 0600 F OM30 /0,5 I I

2 / / / I

3 I I I I

4 / I I I

5 I I / /

6S I I I /

Mlodiy lime for Mt of metch for eene 1 on damy I

Figure 5-3. Example of form-fill dialogue, march table.

Table 5-2

Advantages and Disadvantages of Form-Fill Dialogue

Advantages Disadvantages

1. User memory requirement can be mini- 1. The user should be able to enter data into
mized as computer can cue user with data fields in any order, requiring some
regard to content and format of the programming complexity and a modest
data to be entered. level of training on how to move from

2. Hlp nd avic ca be ffeed, ailred field to field and how to edit the con-
to Heach aan fdiedn bt increta re tents of fields. Under program control,

to ac dtafildb a ndedspa of the cursor should automatically jump
programming complexity beteeddtafiedsanlntapsiiooo
help and advice must not obscure the lbelswoebnk daeals.adntpoiino
data field.

3. Where a data field commonly contains 2. Error checking must be provided for each
the amevalu, te dta feldcandata field and error messages must
the amevalu, te dta feldcanclear!y indicate what form of correction

default to this value provided the userycan easily change it. is reqjuired.
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Command language. Command language requires the user to enter a mnemonic code in
response to a general system prompt. The codes trigger software which performs elemental
functions, e.g. a set of tools, which the user may wish to combine in many configurations to
suit specific requirements. An example of command language dialogue, contrasted with pull-
down menu dialogue, is shown in Figure 5-2. Each darkened item in the menus indicates a
menu selection which can be accomplished by one line of command language input. Ad-
vantages and disadvantages of command language are listed in Table 5-3.

Table 5-3

Advantages and Disadvantages of Command Language Dialogue

Advantages Disadvantages

1. Allows the user flexibility in combining 1. Error rates are typically high.
functions, and does not unnecessarily 2. Training is necessary, and retention is
restrict the use of the system to precon- likely to be poor.
ceived tasks.

2. Seems to appeal to the "power" user, who 3. The diversity of possibilities and the dif-may not wish to be delayed or dis- ficuity of relating computer errors to
tracted by computer prompting user tasks makes it difficult to develop

error messages or on-line help.

Natural language. Natural language dialogue enables the user to communicate with the
computer in a fashion similar to person-person communication. In particular, a natural gram-
mar is used and normal variations in form are allowed. However, in general, all computer
natural language is restricted to some degree (and should be called Restricted Natural Lan-
guage). Advantages and disadvantages of restricted natural language are listed in Table 5-4.
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Table 5-4

Advantages and Disadvantages of Restricted Natural Language Dialogue

Advantages Disadvantages

1. May be excellent where task domain is 1. User may have difficulty understanding
limited and training for grammar and the restrictions to natural language
syntax is infeasible, which are incorporated; results may be

unpredictable.

2. Implementation is very difficult and may
require a large data base of language
and task domain knowledge (additional
difficulties are encountered if speech
recognition is required).

3. Dialogue may be slow, requiring many
keystrokes and additional clarifying
dialogue.

Direct manipulation. A direct manipulation interface involves a visual representation of
a world of action familiar to a user, and allows the user to directly manipulate objects of inter-
est within the visual representation. A simulation of a distillation process displayed graphical-
ly with fluid levels shown in tanks, and temperatures and volumes, is an example. Keyboard
entries are generally replaced by pointing actions to select from a visible set of options (e.g.
distillation process controls, see Figure 5-4). Advantages and disadvantages of direct
manipulation are listed in Table 5-5.
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Table 5-5

Advantages and Disadvantages of Direct Manipulation Dialogue

Advantages Disadvantages

1. Since there is an inherent directness, with 1. High-speed, high-resolution graphics and
a strong relationship to the user's men- pointing devices are normally required.
tal model, this dialogue should be easy Programming is complicated and long
to learn and retain, development time is probable. This isa cost disadvantage.

2. Assuming that all actions available are

legal and reversible, the user can ex- 2. Augmentation with other types of
plore the use of the system without dialogue may be necessary for corn-
serious error. mands and data entry, which do not lend

3. High user satisfaction is commonly themselves to a visual representationreported. (e.g., the command structure within
Lotus 1-2-3).

3. Difficult to design and implement, (tries
to match user's model rather than
employing computer conventions).

An abbreviated example of a direct manipulation dialogue is presented in Figure 5-5 and
Figure 5-6. The user is presented with a "type" task organization (in this example a
Mechanized Infantry Division). By use of a mouse controller and a selectable menu or com-
mand line, the user may view various units down to two levels below his assigned level, and
may grab and drag a unit to another parent unit. All assigned units below the level being
manipulated will also be dragged along with the parent. Once the task organization is satis-
factorily modified, the user may generate the Task Organization paragraph for the Opera-
tions Order, Figure 5-7.
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LQILS: (Lotus 1-243 is a registered trademark of Lotus Development Corporation)

04: @SUM(D2..D3)
Format Label Erase Name Justify Protect Unprotect Input Value Transpose
Format a cell or range of cells

jot) Mon, Tues Wed Thur Fni Total

2-
Total.

(a) Lotus 1-2-3

Touch COOL or WARM to change bath temperature.
To collect a fraction touch the receiver.

Your receiver is overflowing!

Distillation temperature vs. volume

C 80

70-

60-

40 i
- 6430

To change bath 0 20 40 60 80 100
temperature

TOUCH mililfiters distilled

(b) Distillation Process Simulation

Figure 5-4. Examples of direct manipulation dialogue.
(from Shneiderman, 1983)
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X

5

x x x x

52 2 52 3( ~ 52 52

II

I, II II II

IIII II I

142 1_4 14

1-43

ETZaT JCOMMAS~ COMBAT SERVICE VS0 EETMV

Figure 5-5. Task organization tool (partial example).
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XX

5

11 II II

1-40 1-41 1-4379S

I I I I

(DTAB- (GS)

GENERATE TASK
ORGANIZATION

Figure 5-6. Complete task organization (partial example).
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TASK ORGANIZATION: (Partial listing only)

1st Bde 3rd Bde
1-77 Mech 1-79 Mech
1-78 Mech 1-82 Mech
1-4 Armor 1-2 Armor
1-40 FA (DS)
A/1-441 ADA (DS)

2nd Bde Div Arty
1-80 Mech 1-42 FA
1-81 Mech 1-43 FA
1-3 Armor 52d Tgt Acq Btry
1-41 FA (DS)
B/1-441 ADA (DS)

Div Trp
1-441 ADA

Figure 5-7. Task organization paragraph.

Combinations of Dialogue Types

Most computer operating systems are designed for command language dialogue, so this
type of dialogue is usually easy to provide to the user in addition to other types. On the other
hand, natural language dialogue is not easily provided unless a simple highly-restricted lan-
guage is desired, or a software package is incorporated which includes a natural language in-
terface. However, combinations of dialogue types are generally feasible and may be
desirable for reasons to be discussed in the following paragraphs. In fact, most major
software products will at least include command language, menu and form-fill in combina-
tion.

Accommodating a range of user types. Menu dialogue is commonly recommended for
new and infrequent users, while command language is recommended for frequent ex-
perienced users. Many systems must provide for both types of users, and therefore include
both menu and command language dialogue. The system can be designed to default to menu
type with provision for the user to enter a code to switch to command language type. Note
that expert users can be provided with fast execution with menu selection by providing a type-
ahead feature, that is, by typing the first letter of each selection rapidly (sometimes referred
to as the BLT type, since one would type BLT for selection of Bacon, Lettuce, Tomato op-
tions, also called "accelerators").
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Accommodating a need for data entry. Menu selection type is of little use for entering
data, although conceivably one could select from a menu including the alphabet, numbers,
and special characters. Command language ordinarily provides for entry of parameters along
with a mnemonic code (e.g., cp <Filenamel > <F'ibname2> to copy the contents of one file
to another). However, the equivalent with a menu selection would normally require use of a
dialogue box, in which the user would enter the parameters that may be needed to execute
the command. Similarly, direct manipulation dialogue may also require entry of data to aug-
ment the dialogue accomplished by pointing actions to the display.

Recommendations for Selection of Dialogve Type

Selection of the dialogue type depends on the characteristics of the system and of the ex-
pected users. For example, Sidorsky, Parrish, Gates & Munger, 1983, identify the following
factors:

Number of commands. The total number of commands available to the user is a measure
of the size of the dialogue vocabulary. Clear-cut recommendations are not possible based on
command size alone. For large command sets (more than 150 commands), for example,
menu selection is very difficult to use as a very deep hierarchy will result. On the other hand,
large command sets pose a major training problem if command language is used. For
medium command size, menu selection is generally recommended. For small command size
(50 or less), size may be les- important as a consideration, but menus may be selected to
achieve some standardization. The key consideration is the grouping of commands and the
user's recognition of the group. Familiar labels should be used to identify the groups.

Rate of use of commands. If an average command is used 5 or more times per day, com-
mand language is generally recommended, while menu selection is recommended if an
average command is used less than 2 times per week.

Data transmission and display update rate. Dialogue types, such as menu select and
direct manipulation, can significantly slow system response because of demands for re-writing
the display and transmitting over a communication link to a host computer. When display
and transmission rates are high (4800 baud or higher) the time delay is not a major factor.

Consistency. Many users have experience with programs on the same or other com-
puters. If the dialogues are different for similar tasks, such users may experience interfering
effects. Therefore, it is desirable to achieve standardization where possible, and in many
cases it may be more important to standardize than to differ in the attempt to achieve small
improvements. Through standardization, the collective experiences of users on other com-
puter tasks can make him or her a sophisticated user for a new computer task.

Dialogue Technology in Popular Personal Computer Software

It is worthwhile for those interested in dialogue design to become familiar with a range of
the current software available for personal computers. Such software and compnter systems
are readily available and may provide the subject for interesting dialogue evaluations. Those
readers who may be developing small systems are especially urged to review the available
software since their users are likely to be familiar with some personal computer software, and
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may have developed expectations based on this experience. For these reasons, a brief review
of some popular personal computer software (for IBM-compatible and Zenith systems) will
be conducted in the following paragraphs.

Word processors. Two of the most popular word processors are WordStar (WordStar is
a registered trademark of WordStar® International Incorporated) and WordPerfect®
(WordPerfect is a registered trademark of WordPerfect Corporated and is used under
license with WP Corp and WP Corp reserves all rights therein); both are the result of long-
term use and design iteration, but represent different approaches to dialogue design.

WordStar® originated in small 8-bit machines which did not have function keys or cursor-
arrow keys. Consequently, all program selections are made using the control key in conjunc-
tion with ordinary keys used for typing. Therefore, all program control can be done without
the user's hands being moved from the standard typing position. A hierarchy of menus is
available to guide selection.

A basic menu (see Figure 5-1(a)) can permanently reside on the screen for inexperienced
users, but can be eliminated for the experienced user. Further, users can type ahead of the
display of menu selections, and if selections are entered rapidly enough the subsequent
menus are not displayed. In this way, inexperienced users are shown each menu to aid selec-
tion, and experienced users do not see unnecessary menus cluttering the screen. As may be
seen in Figure 5-1(b), menu selection may lead to requests for additional information to be
typed using the keyboard.

WordPerfect® makes extensive use of function keys and attempts to leave the screen
clear for the user's text. Four levels are provided for each function key, yielding a total of 40
selections by using each function key in combination with the shift, control, and alt keys.
When necessary, a horizontal menu appears along the bottom of the screen (see Figure 5-
1(c)). The inexperienced user may get help in using the function keys by touching the func-
tion key marked "help" and then touching any other key for which information is desired.
The need for typing file names is minimized by use of a "list files" function key, which lists a
directory of files for selection, and also allows features for browsing, searching for files with
key words, deleting and other file maintenance functions.

Spreadsheets. Lotus 1-2-38 (Lotus is a registered trademark of Lotus Development Cor-
poration) is a spreadsheet program and an example of a direct manipulation interface (see
Figure 5-4(a)). Many functions are performed by moving the cursor to specific locations on
the spreadsheet, or by indicating a specific block of cells of the spreadsheet. As the cursor is
moved about the spreadsheet, informa Lion is presented on indicated cell in the upper-left
corner of the screen. Other functions, like file selection or generation of graphs, are per-
formed with menu selections.

Horizontal menus are used at the top of the screen and selections are made by typing the
first letter of the selection or by moving the pointer. Either ' _ next level of menu, or
descriptive text, is presented just below the horizontal menu as an aid. When a file is to be
selected for loading or storing, existing file names are presented to permit selection without
typing.
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Data bases. Data base management systems, and in particular languages for querying

data bases, are a specialized area of human-computer dialogue (cf, Ehrenreich, 1981). Just

two examples will be considered here: dBASE® (dBASE is a registered trademark of Ash-
ton-Tate) and Q&A® (Q&A is a registered trademark of Symantec Corporation).

dBASE® has two basic modes: a command language mode, and a menu-driven assist

mode (see Figure 5-2). In the assist mode, basic menu choices are shown in a horizontal bar

near the top of the screen. When the cursor is placed on one of the basic menu choices, a

pull-down menu appears and the desired alternative will be highlighted when the cursor is

moved to that location, and the choice is made by pressing the return key. In this way, func-

tions that deal with data base maintenance can be selected, such as creating, identifying, and
making simple data retrieval. These are functions that might be assigned to clerical person-
nel. However, other functions involving complex retrieval and combining of data bases re-
quire use of the command language which is an extensive programming language.

Q&A® is data base management software like dBASE®, but, in addition to other inter-
faces, involves a natural language interface to the data base. It allows queries such as the fol-
lowing:

" What is the position of the JOUETT?.

" Her destination?

* How long would it take the KNOX to reach the PECOS?

" Reeves?

* What ships are within 1000 miles of Honolulu?

" List their readiness, reason, and casualty reports.

Q&A® allows an ordinary English language statement for retrieval, and does not require

repeating all information with each request. It is a restricted natural language, but when a
statement is not understood permits the user to train the system to respond properly.

Windows. "Windows" are areas of the computer screen which allow the user to have a

simultaneous interface with multiple programs. The original window software used a desk
top metaphor in which the output of each computer program can be viewed as a piece of
paper or other object on a desk (with a number of pieces of paper overlapping or stacked on
the desk surface). Other forms of window software use a "tiled" approach in which windows
can overlap.

The windows can be treated as entities which, when not needed temporarily, can be
replaced by a symbol, or icon, which can be placed at the edge of the screen. When needed
again, the icon can be dragged to an appropriate place on the screen and expanded into a
viewing window again. For control purposes, pull down menus are commonly used.

t Note: These are names of ships.
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Section 6. Test and Evaluation

Whether design is conducted with nearly-continuous iterations (cf., Gould, 1988), or
whether design is to be formally evaluated (cf., Williges & Hartson, 1986), there is a need for
collecting information on the usefulness, usability, and user acceptance of the design. The
methods and measures to produce such feedback will depend on whether it is early or late in
the development process, the specific characteristics of the system and interface, the specific
information needed (or lack of knowledge about the information needed), and the time and
money available for testing.

In the following paragraphs, the range of methods which can be applied will be discussed
first, followed by a discussion of the range of measurements which can be used to provide
design feedback and evaluation.

Methods

Levels of simulation. Unless the goal is to evaluate a system for which a testable version
exists, measurement must be collected using a simulation which represents the actual system.
Studies based on such simulations may vary along a number of dimensions:

" Simple (inexpensive) - complex (expensive): simulations may contain few or
many of the represented system features; user-computer interaction studies
require that the interface be included, but not necessarily in full detail.

* Abstract -- realistic: one may use paper and slide presentations or CRT displays,
simplified models or working system elements.

" Non-interactive -- interactive: a simulation may provide to users a fixed sequence
of events in accordance with a scenario, or permit interactive software for user-
determined sequences of control.

" No quantitative performance measurement -- automated performance measure-
ment: the provision for measurement may range from no measurement included
in the simulation (then the designer must measure by some external means) to
automated recording of timed events and calculation of desired measures.

" Informal methods - formal methods: informal methods may involve a few users
trying a system to find unforeseen problems and yielding a qualitative assessment,
to data collection under controlled conditions with an experimental design and
statistical analysis.

Testing early in the design process. A form of design review, early in the design process,
uses a scenario which incorporates all system features to perform a typical sequence of tasks
to accomplish a typical mission. The user then "walks through" this scenario, step by step,
"using" the system features. At a very early stage, the presentation given to the user can be
screen images on paper, possibly with a workstation mockup, so that the user can clearly
visualize the system operation.
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Specific design alternatives can be included at appropriate points in the walkthrough to
derive user critique. At subsequent stages of system development, the simple simulations
can be replaced with working elements, until finally, user response can be obtained with a
highly-realistic representation of the system.

Tools for early-design study may take a variety of forms, including:

* paper prototypes,

* hypercard,

* slide shows, and

* 'Wizard of Oz" techniques (people perform some machine functions).

Upon subsequent development, one may then include the following:

" stand-alone personal computer or workstation simulations,

" networked workstations, and

" instrumented workstations interfaced to real-world equipment.

Interactive rapid-prototype testing. Rapid prototyping is a term used to indicate
methods which allow essential system features to be simulated and easily changed, and which
permit dialogue design to converge to an acceptable product through successive iterations
(cf., Harker, 1987; Hoyos, Gestalter, Strube & Zang, 1987; Myers, 1988). There are two
basic types: incremental prototyping in which the final product is iteratively developed, and
the throw-away approach in which the prototype is only used to clarify requirements and
develop a system specification.

There are a number of advantages to be gained by this approach (Wassermand and Shew-
make, 1985):

" it enables the user to evaluate the interface in practice and to suggest changes to
the interface,

* it enables the developer to evaluate user performance with the interface and to
modify it to minimize user errors and improve user satisfaction,

" it facilitates experimentation with a number of alternative interfaces and modifica-
tion of interfaces,

" it gives the user a more immediate sense of the proposed system and thereby
encourages users to think more carefully about the needed and desirable charac-
teristics of the system, and

" it reduces the likelihood of project failure.

Hopefully, iterative design procedures lead to easy-to-use interfaces, reduce the expen-
ses of software development and provide a useful tool in organizational development. As
the user participates in the design through rapid prototyping, user satisfaction and motiva-
tion is increased, and communication may be improved among users, designers, and tech-
nicians.

50



The approach leads to reduced costs, for example (Weinschenk, 1989):

e reduced labor costs for development staff during initial development,

& reduced labor costs for development staff due to fewer changes after coding,

* reduced losses due to user rejection of the system, and

* reduced training requirements.

On the negative side, rapid prototyping leads to small samples of data, shoot-from-the-
hip analyses and poor experimental methods. The users are frequently not typical of actual
users, and the experience tends to be more of a snapshot rather than long-term involvement.
Simulation for rapid prototyping tends to be difficult with complex systems. Prototyping
problems may also include (Weinschenk, 1989): ignoring limitations and constraints, oversell-
ing expectations, and losing control.

Harker (1987) lists the following requirements for interface prototyping:

" realistic simulation of task scenario(s),

" representative sample of proposed user population,

* viable design options,

" systematically planned program of user tests,

" well-structured methods for data capture, and

" appropriate methods of data analysis and interpretation in a form which designers
can use.

There is a growing collection of tools called User Interface Management Systems
(UIMS) which contain a collection of interaction techniques from which an interface may be
created. The collection of interaction techniques may include:

" physical input devices--mouse, keyboard, tablet, knobs,

" types of values--command, number, percent, location, name,

" dialogue types--menus, graphical sliders, on-screen light buttons,

" control--sequencing of events and interaction techniques, and

" analysis--helps to study and evaluate the user interface.

Examples of UIMSs are Peridot (Myers, 1988) and Sassafras (Hill,1987). Each of these
is the result of a doctoral dissertation and support rapid prototyping. A recent development,
SERPENT (Carnegie Mellon Univ., 1989), sponsored by the Department of Defense, is a
media-independent UIMS which separates interface concerns from application concerns.
Furthermore, SERPENT is not a throw-away prototype since the tool is also used for
production. Given such tools, one may iteratively design the user interface long before the
total human-computer system is developed.
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Formal test and evaluation. Formal experimentation involves an experimental design,
adequate quantities of users, quantitative measurement in a controlled setting, and a statisti-
cal analysis. Formal experimentation minimizes error and provides statistical comparisons of
results (including an assessment of the potential error of interpretation). Consequently, for-
mal experimentation should be included in test and evaluation whenever feasible. Such ex-
perimentation must be constrained even in the best of circumstances, since human-computer
systems frequently involve the "curse of dimensionality" and a thorough study would include
a large number of experimental comparisons. Except for the most extreme circumstances,
the dedicated developer should use qualified scientists to conduct formal experimentation
for at least the most important design considerations.

Measurement

Usability specification and measurement. Usability specifications provide precise, tes-
table statements of performance goals for typical users carrying out tasks representative of
their projected use of the system. The specifications are sufficiently detailed to show the be-
havioral prerequisites along with performance criterion. An example (Carroll and Rosson,
1985, p. 22) is:

"After successfully creating and printing a memo, 90% of a sample of secretaries with no
word processing experience, using only the training materials provided, will be able to create
a two-page report with an embedded table in 40 minutes."

Application of this orientation has been termed "usability engineering" (Bennett, Butler

& Whiteside, 1989). Usability engineering has the following objectives:

" provide a quantitative operational definition of usability,

" set planned levels for usability attributes,

" analyze the impact of proposed design solutions,

" incorporate user-derived feedback into the evolving design, and

" iterate until planned levels are achieved.

The keys to the development of such specifications are the identification of pertinent
test items and precise criteria. Some sources to consider in developing usability'specifica-
tions are:

" current system performance data baseline,

" performance of similar systems,

" prediction of new requirements,

" user-derived information-design participation, interviews, surveys,

" selected design guidelines,

" pilot studies and rapid prototype tests, and

" previous specifications.
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The usability engineering approach identifies for public discussion (Bennet, et al., 1989):
What counts for success? How to measure success? How might we know in advance? The
key attributes and measurement might be tabulated as follows:

ATTRIBUTE MEASURED WORST PLAN BEST
CONCEPT CASE VALUE CASE

VALUE VALUE

FUNCTION
COST
SCHEDULE
USABILITY

The attribute USABaIXrY can be further divided into:

" Learnability - mastery of basic operations, ease of learning, rate of learning,
transfer of learning (e.g., time to learn major functions, retention of commands
over time),

" Throughput - performance by skilled workers, productivity, power use (e.g.,
speed of task performance, rate of errors), and

* Satisfaction -- quality of user experience, user attitude (e.g., subjective responses).

If a working computer simulation is developed for design test, it is important to include a
general purpose data collection program for unobtrusively storing user performance vari-
ables for later analysis. As part of this program, user actions are intercepted and stored
along with a time stamp (with msec tolerances if possible); additionally an experimenter sta-
tion is desirable to record experimenter codes and comments (with time) to supplement the
keystroke-level data collection.

Some measurements to consider for quantitative evaluation include (Shaw and Mc-

Cauley, 1985):

* time to complete a training program,

" time to achieve a performance criterion,

" observed difficulty in learning a product,

* user comments, suggestions, and preferences,

" time to perform selected tasks,

" success in task completion,

" frequency of use of commands or language features,

" time spent in locating information in documentation,

53



* inability to find information in documentation,

* frequency that each error message is encountered,

" frequency of use of on-line help, and

" use of special assistance.

Consideration should be given to retaining a recording of user activity as a long-term, or
permanent, part of the system. Long-term analyses of the use of system features, and
analyses for trouble-shooting, then can be accomplished after use of the system has stabilized.
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APPENDIX B
SELECTED BIBLIOGRAPHY

This section contains a bibliography corresponding in scope to the main body of this
document. Since an excellent review of the literature was published in 1984 (Williges and
Williges, 1984), this bibiography includes only reports not included in that review (i.e., ap-
proximately the last five years). Only reports which focus on dialogue issues are included,
and reports are excluded which deal primarily with display, input/output devices, feedback
and error management, security, documentation and training. The index below provides a
key to the citation numbers in the bibliography which follows.
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